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Abstract

This paper proposes a possible circuit topology and voltage controller design for connecting a DC-AC converter to the power grid. This converter is meant to operate in conjunction with a small power generating unit. The design of the output voltage controller is based on $H^\infty$ and repetitive control. This leads to a very low harmonic distortion of the output voltage, even in the presence of nonlinear loads and/or a distorted grid voltage (The complete controller has also other components besides the output voltage controller, which will be discussed elsewhere). The output voltage controller contains an infinite-dimensional internal model, which enables it to reject all periodic disturbances which have the same period as the grid voltage, and whose highest frequency components are up to approximately 1.5kHz.

Index Terms: Repetitive control, DC-AC power converter, $H^\infty$ control

1 Introduction

For various reasons, there is today a proliferation of small power generating units which are connected to the power grid at the low-voltage end. Some of these units use synchronous generators, but most use DC or variable frequency generators coupled with electronic power converters. For example, wind-turbines are most effective if free to generate at variable frequency, so they need AC (variable frequency) to DC and then to AC (50Hz) conversion [1]; small gas turbine-driven generators operate at high frequencies and so they also require AC-DC-AC conversion [2]; photo-voltaic arrays require DC-AC conversion [3]. The distribution network has relatively high supply impedances and distortion of both voltage and current waveforms are prevalent because of the existence of many non-linear loads (e.g. rectifiers, arc furnace etc.). The DC-AC power converters consist of semiconductor switching elements and passive components for filtering or short-term energy storage.

The power converters must track sinusoidal voltage references subject to non-sinusoidal current disturbances from rectifier or other nonlinear loads and a possibly distorted grid voltage. The converters are advantageous here because they offer control possibilities not present in conventional generators. In principle, the instantaneous output of the power converter can be controlled to ensure that, despite distortion of the current in the network by some customers, other customers can receive an undistorted supply. Repetitive control [4, 5, 6, 7] offers a much better alternative for voltage tracking, as it can deal with a very large number of harmonics simultaneously, and even with several disturbances at different frequencies.

In this paper, we propose a circuit topology for connecting a DC-AC converter to the grid and we propose a certain design for the output voltage controller based on repetitive control, which leads to a very low harmonic distortion of the generated voltage, even in the presence of nonlinear loads. The main idea in the topology is that we create a “local grid” which is separated from the external grid by an inductor. The consumers connected to this local grid are called local consumers and the converter is connected to the local grid. This separation enables us to control the voltage of the local grid with high precision, even if the local consumers are highly nonlinear.

The voltage on the three phases of the local grid must track given sinusoidal reference signals. Assuming that the tracking is accurate, the amount of active and reactive power generated depends on the amplitudes and phases of these reference signals, which must be carefully synchronized with the grid voltages (without being equal to them). For this reason, the reference signals must be generated, taking into account voltage and current constraints, by another controller, called “power controller”. This will be discussed elsewhere. In this paper, the reference signals are considered to be given and we only solve the tracking problem.

2 System description

The three phase power system consists of the converter (including the IGBT bridge and LC filters), the local consumers, the separating inductor and the (external) power grid. We regard this system as three independent single-phase systems, even though this assumption may be wrong, with coupling between the phases present in some consumers. The electrical diagram of one single-phase system,
which is our plant to be controlled, is shown in Figure 1. The inductors are modelled, taking into account their high frequency behavior, as an ideal inductor in parallel with a resistor and then in series with another resistor. The current source \( i_g \) models the harmonics caused by nonlinear loads and/or disturbances. Our control objective is to maintain the local grid voltage \( V_{out} \) as close as possible to the given reference voltage \( V_{ref} \). The two switches \( S_c \) and \( S_g \) appearing in Figure 1 are needed in the start-up and shut-down procedures of the converter. In this paper, the switches are considered to be closed. The parameters of the system are shown in Table 1. The switching frequency of the IGBT bridge is 10kHz. The PWM block is designed such that for \( |u(t)| < 425V \), the local average of the bridge output voltage \( u_f \) equals \( u \).

We take the state variables as the currents of the three inductors and the voltage of the capacitor (\( V_c = V_{out} \), since \( S_c \) is closed). The external input variables are \( i_d \), \( V_g \) and \( V_{ref} \) and the control input is \( u \). Thus,

\[
\begin{bmatrix}
  i_1 \\
  i_2 \\
  i_3 \\
  V_c
\end{bmatrix} = \begin{bmatrix}
  w \\
  u
\end{bmatrix} = \begin{bmatrix}
  i_d \\
  V_g \\
  V_{ref} \\
  -V_{ref} \end{bmatrix}.
\]

The state equation of the plant is

\[
\dot{x} = Ax + \begin{bmatrix} B_1 & B_2 \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix},
\]

where

\[
A = \begin{bmatrix}
  -\frac{L_1}{2}\gamma & 0 & 0 & 0 \\
  0 & -\frac{L_2}{2}\gamma & 0 & 0 \\
  0 & 0 & -\frac{L_3}{2}\gamma & 0 \\
  0 & 0 & 0 & -\frac{L_r}{2}\gamma
\end{bmatrix},
\]

\[
B_1 = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
B_2 = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix}.
\]

The output signals from the plant are the tracking error \( e = V_{ref} - V_c \) and the current \( i_c \), so that \( y = [ e \quad i_c ]^T \). The output equations are

\[
y = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} x + \begin{bmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix},
\]

where

\[
C_1 = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
C_2 = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
D_{11} = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
D_{12} = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
D_{21} = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
D_{22} = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix}
\]

The corresponding transfer function is

\[
P(s) = \begin{bmatrix}
  A & B_1 & B_2 \\
  C_1 & D_{11} & D_{12} \\
  C_2 & D_{21} & D_{22}
\end{bmatrix},
\]

where we have used the compact notation now standard in control theory, see for example [8, 9].

### 3 Controller design

We will follow the \( H^\infty \) control-based design procedure for repetitive controllers proposed in [4], which uses additional measurement information from the plant. The block diagram of the control system is shown in Figure 2. The three external signals (the components of \( w \)) are assumed to be periodic, with a fundamental frequency of 50 Hz. The controller consists of an internal model and a stabilizing compensator. The internal model has an infinite sequence of pairs of conjugate poles of which about the first 30 are very close to the imaginary axis, around integer multiples of \( 2\pi \cdot 50t \), and the later ones are further to the left. The stabilizing compensator assures the exponential stability of the entire system. The error will then converge to a small steady-state error, see [4] for details.

As in [4], the internal model is obtained from a low-pass filter with transfer function

\[
W(s) = \frac{\omega_c}{s + \omega_c}
\]

with \( \omega_c = 10000 \text{ rad/sec} \), cascaded with a delay element with transfer function \( e^{-\tau_d s} \), where \( \tau_d \) is slightly less than the fundamental period \( \tau = 20\text{msec} \):

\[
\tau_d = \tau - \frac{1}{\omega_c} = 19.9 \text{ msec}.
\]

After closing a positive unity feedback around this cascade connection, we obtain the internal model, as can be seen in Fig. 2. The choice of \( \omega_c \) is based on a compromise: for \( \omega_c \) too low, only few poles of the internal model will be close to the imaginary axis, leading to poor tracking and disturbance rejection at higher frequencies. For \( \omega_c \) too high, the system is difficult to stabilize (a stabilizing \( C \) may not exist, or it may need high bandwidth).

According to [4], the closed-loop system in Fig. 2 is exponentially stable if the finite-dimensional closed-loop system from Fig. 3 is stable and its transfer function from \( b \) to \( d \), denoted \( T_{bd} \), satisfies \( \| T_{bd} \|_\infty < 1 \). Thus, we have to design \( C \) such that the above two conditions are satisfied. Moreover, we want to minimize \( \gamma \) while keeping \( \gamma < 1 \), where

\[
\gamma_0 = \| T_{e,w} \|_\infty, \quad \gamma = \| T_{e,d} \|_\infty.
\]

Indeed, we know from [4, Section 5] that a small value for \( \gamma \) will result in a small steady-state error.

We formulate a standard \( H^\infty \) problem for the control system shown in Figure 3, where \( w = [v_1 \ v_2 \ w]^T \) and, in terms of Laplace transforms,

\[
\frac{z}{\tilde{y}} = \tilde{P} \begin{bmatrix} \tilde{w} \\ u \end{bmatrix}, \quad u = C \tilde{y}.
\]
Here, $\xi$ and $\mu$ are nonzero parameters whose choice gives us more freedom in the design. The small parameter $\mu$ is introduced to satisfy a rank condition needed to make the $H^\infty$ problem solvable and $W_u$ is a weighting function whose value at infinity, $D_u = W_u(\infty) \neq 0$, is also needed for a rank condition. The problem formulation here is a slight improvement over the one in [4], where $W_u$ was a constant. The fact that $W_u$ is frequency-dependent allows us to choose it as a high-pass filter. This has the effect of reducing the controller gains at high frequencies. The realizations of $W_u$ and $W$ are:

$$W_u(s) = \begin{bmatrix} A_u & B_u \\ C_u & D_u \end{bmatrix}, \quad W(s) = \begin{bmatrix} A_w & B_w \\ C_w & 0 \end{bmatrix}$$

and the generalized plant $\tilde{P}$ can be represented as

$$\begin{bmatrix} A & 0 & 0 & 0 & B_1 & B_2 \\ B_u C_1 & A_w & 0 & B_w \xi & B_u D_{11} & B_u D_{12} \\ 0 & 0 & A_u & 0 & 0 & 0 & D_u \\ 0 & 0 & C_u & 0 & 0 & 0 & 0 \\ C_1 & 0 & 0 & \xi & 0 & D_{11} & D_{12} \\ C_2 & 0 & 0 & 0 & \mu I & D_{21} & D_{22} \end{bmatrix}$$

(2)

Using the $\mu$-analysis toolbox from MATLAB™, we can find a controller $C$ which nearly minimizes the $H^\infty$-norm of the transfer matrix from $\tilde{w}$ to $\tilde{z}$, $T_{\tilde{w}z} = \mathcal{F}_\mu(\tilde{P}, C)$. However, this is not our final objective. We denote the central sub-optimal controller for a given norm of $T_{\tilde{w}z}$ by

$$C(s) = \begin{bmatrix} A_c & B_{c1} & B_{c2} \\ C_c & 0 & 0 \end{bmatrix}$$

(note that its feedthrough matrix is equal to 0). After some manipulations, we obtain the realizations of $T_{\tilde{w}u}$ and $T_{\tilde{u}0}$, respectively, as

$$\tau_{\tilde{w}u} = \begin{bmatrix} A'_{\tilde{w}u} & B_{\tilde{w}u} C_{\tilde{w}u} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T$$

(3)

$$\tau_{\tilde{u}0} = \begin{bmatrix} A'_{\tilde{u}0} & B_{\tilde{u}0} C_{\tilde{u}0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T$$

(4)

It is worth noting that the equations (2), (3) and (4) are valid for the general case, regardless of the dimension of the measurement vector, which here is the scalar $\tilde{z}$.

Using the parameters shown in Table 1, a nearly optimal controller, for which the Bode plots are shown in Figure 4, is obtained using $W_u(s) = \begin{bmatrix} -10000 & 1 \\ -10000 & 0.05 \end{bmatrix}$.

$$W(s) = \begin{bmatrix} -10000 & 0 \\ 1 & 0 \end{bmatrix}, \quad \xi = 14 \quad \text{and} \quad \mu = 0.5 \quad \text{(these latter two were determined after an extensive search to minimize $\gamma$ while keeping $\gamma < 1$).}$$

The Bode plots show that this controller is not realistic, because it has a very large bandwidth. In order to decrease the bandwidth, we do not minimize the $H^\infty$-norm of $\mathcal{F}_\mu(\tilde{P}, C)$ but find a central controller $C$ such that $\left\| \mathcal{F}_\mu(\tilde{P}, C) \right\|_\infty$ is less than a given positive number (which is larger than the minimal value). The Bode plots of an implementable controller are shown in Figure 5.

4 Simulation results

4.1 Nominal responses

Under the nominal conditions, the system obtains quite good performances. The output voltage and the tracking error are shown in Figure 6. The simulations are done in two different ways: with PWM block and without PWM block. In the first situation, the steady-state tracking error is about 0.5 V (peak), as shown in Figure 7(b), and in the second situation it is about 15 V (peak) (omitted because of page limit, but can be seen from Figure 6(b)).

A very large current surge (about half of the nominal load current), as shown in Figure 7(a), is applied to simulate the disturbance-rejection performance. The response is shown in Figure 7(b). As can be seen, the system has quite good capability to reject such a disturbance.

4.2 Responses to load changes

In this simulation, the load is changed to be a pure resistor of 6Ω. The output voltage and the tracking error are shown in Figure 8. The performance degradation cannot be observed from the figures.

4.3 Responses to grid distortions

Assume that the grid voltage is distorted as $V_\gamma = 32.5 \sin \omega t + 32.5 \sin(3\omega t + \frac{\pi}{7}) + 81.25 \sin(5\omega t + \frac{\pi}{6})$, as shown in Figure 9(a). The static tracking error is less than 1 V (peak) as shown in Figure 9(b). Although the external grid is distorted so much, the local grid is very clean. (In order to make it clearer, the disturbance $i_d$ is set to 0 and the PWM block is not activated in this simulation.)

5 Conclusions

This paper presents a possible circuit topology and the controller design for a grid-connected DC-AC power converter. The controller is designed using $H^\infty$ control and repetitive control. Simulations show that the local grid voltage tracks the sinusoidal reference signal, even if there are nonlinear loads and the external grid is considerably distorted. When the load changes, the output voltage of the local grid tracks the reference voltage after a short transient.
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Table 1: Parameters of the system

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_f$</td>
<td>0.053Ω</td>
<td>$R_g$</td>
<td>0.1Ω</td>
</tr>
<tr>
<td>$L_f$</td>
<td>1.3mH</td>
<td>$L_g$</td>
<td>0.3mH</td>
</tr>
<tr>
<td>$r_f$</td>
<td>305Ω</td>
<td>$r_g$</td>
<td>7Ω</td>
</tr>
<tr>
<td>$R$</td>
<td>5Ω</td>
<td>$C$</td>
<td>50µF</td>
</tr>
<tr>
<td>$L$</td>
<td>5mH</td>
<td>$V_f$</td>
<td>230V, 50Hz</td>
</tr>
<tr>
<td>$r$</td>
<td>500Ω</td>
<td>$V_{DC}$</td>
<td>850V</td>
</tr>
</tbody>
</table>

Figure 1: The electrical diagram of the system

Figure 2: The robust repetitive control structure

Figure 3: Reformulation of the control problem


Figure 4: Bode plots of a nearly optimal controller. Note that it has a very large bandwidth, which is not realistic.

Figure 5: Bode plots of a more realistic controller

Figure 6: The output voltage $V_c$ and the tracking error $e$

(a) Without PWM block

(b) With PWM block ($f_s = 10\, \text{kHz}$)

Figure 7: Disturbance responses for the nominal load (composed of an inductor and two resistors) shown in Fig. 1

(a) The disturbance current $i_d$

(b) The steady-state tracking error simulated without the PWM block
(a) The output voltage and the error

(b) The steady-state tracking error simulated without the PWM block

**Figure 8:** The output voltage and the tracking error for a purely resistive load of 6Ω

---

(a) The grid voltages

(b) The transient tracking error

**Figure 9:** The grid voltages and the tracking error