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Abstract

This paper proposes a voltage controller design method for DC-AC converters
supplying power to a micro-grid, which is also connected to the power grid. This
converter is meant to operate in conjunction with a small power generating unit.
The design of the output voltage controller is based on H

∞ and repetitive control
techniques. This leads to a very low harmonic distortion of the output voltage, even
in the presence of nonlinear loads and/or a distorted grid voltage. The output voltage
controller contains an infinite-dimensional internal model, which enables it to reject
all periodic disturbances which have the same period as the grid voltage, and whose
highest frequency components are up to approximately 1.5kHz.

Index Terms: Micro-grid, DC-AC power converter, voltage control, repetitive
control, H

∞ control

1 Introduction

For economic, technical and environmental reasons, there is today a trend towards the use
of small power generating units connected to the low-voltage distribution system in addi-
tion to the traditional large generators connected to the high-voltage transmission system
[1]. Not only is there a change of scale but also a change of technology. Large generators
are almost exclusively 50/60 Hz synchronous machines. Distributed power generators
include variable speed (variable frequency) sources, high speed (high frequency) sources
and direct energy conversion sources that produce DC. For example, wind-turbines are
most effective if free to generate at variable frequency and so they require conversion
from AC (variable frequency) to DC to AC (50/60 Hz) [2]; small gas-turbines with direct
drive generators operate at high frequency and also require AC to DC to AC conversion
[3]; photo-voltaic arrays require DC-AC conversion [4]. In all of these cases the same

∗An early and abridged version of this work was presented at the IEEE Conf. on Decision and Control,
Dec. 2002, Las Vegas, USA. This research was supported by the EPSRC under grant No. GR/N38190/1.

†Corresponding author, Tel: +44-20-7594 6295, Fax: +44-20-7594 6282, e-mail: zhongqc@ic.ac.uk,
URL: http://www.ee.imperial.ac.uk/CAP.

1



basic inverter (DC to AC converter) will be used and needs to be controlled to provide
high-quality supply waveforms to consumers.

There are several operating regimes possible for distributed generation. One such
is the micro-grid in which the intention is that local consumers are largely supplied by
local generation but that shortfalls or surpluses are exchanged through a connection to the
public electricity supply system [5, 6]. The use of a micro-grid opens up the possibility of
making the distributed generator responsible for local power quality in a way that is not
possible with conventional generators [7].

Many of the loads connected to a distribution system or micro-grid are non-linear and
create harmonically distorted current. The most common example is a linear load in se-
ries with a diode and with a DC-side capacitor. Many of the loads are also single-phase
and so considerable zero-sequence distortion and a negative-sequence current component
are expected. Because the grid has relatively high impedance at harmonic frequencies, the
current distortion results in voltage distortion on the supply to adjacent customers. Allow-
ing the converter in a generating unit to control the waveform shape of the micro-grid will
allow better power quality to be achieved. Figure 1 shows the system to be controlled.
The micro-grid loads contain both linear and distorting elements. In the representation
of Figure 1, the loads have been lumped together into one linear load and a current sink
which generates the harmonic components of the load current. The converter consists of a
4-wire, 3-phase inverter (IGBT bridge), an LC filter (to attenuate the switching frequency
voltage components) and the controller. The micro-grid can be supplied solely by the
local generator, or solely by the grid, or by both in combination, or the local generator
can both supply the micro-grid and export power. Two isolators, Sc and Sg are provided
to facilitate this and a grid interface inductor is provided to allow separation of the (sinu-
soidal) micro-grid voltage and the (possibly distorted) grid voltage and also to facilitate
the control of the real and reactive power exchange between the micro-grid and the grid.

There are several aspects to the control of such a system:

• DC-link balancing,

• scheduling, connection, disconnection and synchronization of the micro-grid,

• micro-grid voltage control,

• power exchange control (between the micro-grid and the grid).

Some of the aspects of DC-link balancing, synchronization and power regulation have
been described in earlier papers [8, 9, 10, 11]. This paper concentrates on the micro-
grid voltage control. It is assumed that an outer control-loop will regulate power ex-
change between the micro-grid and grid by developing appropriate voltage references in
terms of magnitude and phase angle. These reference voltages for the three phases of
the micro-grid voltage are sinusoidal. It is then the task of the voltage controller to track
accurately these reference voltages. This controller will be subject to disturbances which
include non-sinusoidal currents, unbalanced current components, changes in load current,
changes and distortions in the grid voltage, and changes in the DC-link voltage.

Several control options exist. Conventional PI regulators can be used and are widely
reported in inverter control. In a rotating (dq) reference frame these regulators will seek
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Figure 1: Single-phase representation of the system to be controlled. The local loads are
represented by a single linear load in parallel with a harmonic distortion current source.
The PWM block is designed such that if |u(t)| < VDC/2 (no saturation), then the average
of uf over a switching period is the control input u.

—————

to keep the dq voltage components at their DC reference values and suppress distortion
that appears as higher frequency terms. These controllers can work well on balanced sys-
tems, but are not good at correcting unbalanced disturbance currents which are a common
feature of distribution systems. Such controllers are commonly employed for balanced
3-phase motor loads. Regulators in a stationary reference frame can operate on a phase-
by-phase basis and will have reasonable success at maintaining balanced voltages. The
difficulty comes in designing a regulator with the correct gain against frequency charac-
teristic to regulate the fundamental frequency and reject higher harmonic disturbances. PI
regulators with their pole (infinite gain) at zero-frequency are not best suited to this task.
A controller is required that has high gain at the fundamental and all harmonic frequen-
cies of interest. Repetitive control [12, 13, 14, 15] is such a control technique. In this
paper, we design the voltage controller based on the H∞ repetitive control theory devel-
oped in [12], leading to a very low harmonic distortion of the micro-grid voltage even in
the presence of nonlinear loads.

2 System modeling

The three-phase power system consists of the converter (including the IGBT bridge and
LC filters), the local consumers, the grid interface inductor and the (external) power grid.
We regard this system as three independent single-phase systems, as shown in Figure 1.
This assumption may be inaccurate, with coupling between the phases present in some
consumers, but the disturbances introduced can be rejected by the controller. The filter
inductor and other inductors in the system include two parasitic resistances: a series resis-
tor to model winding resistance and a parallel resistor to model core losses. The resistance
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Table 1: Parameters of the system

parameter value parameter value

Rf 0.053Ω Rg 0.1Ω
Lf 1.3mH Lg 0.3mH
rf 30.5Ω rg 7Ω
R 5Ω C 50µF
L 5mH Vg 230V, 50Hz
r 500Ω VDC 850V

values we found from curve fitting experimental impedance data over the frequency range
50 Hz to 2 kHz.

The pulse-width-modulation (PWM) block is designed such that for |u(t)| < 425V,
the local average of the bridge output voltage uf equals u. This makes it possible to
model the PWM block and the inverter with an average voltage approach. The PWM and
inverter model is thus a simple saturated unity gain, where the saturation models the limit
of the available DC-link voltage (±425 V).

Our control objective is to maintain the micro-grid voltage Vout as close as possible
to the given reference voltage Vref . The two isolators Sc and Sg appearing in Figure 1
are needed in the start-up and shut-down procedures of the converter, which will not be
discussed in this paper, but some of it is discussed in [8]. In this paper, the switches
are considered to be closed. The parameters of the system are shown in Table 1. The
switching frequency of the IGBT bridge is 10kHz.

We take the state variables as the currents of the three inductors and the voltage of the
capacitor (Vc = Vout, since Sc is closed). The external input variables (disturbances and
references) are id, Vg and Vref and the control input is u. Thus,
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




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The state equations of the plant are

ẋ = Ax +
[

B1 B2

]

[

w
u

]

, (1)
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[
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The output signals from the plant are the tracking error e = Vref − Vc and the current ic,

so that y =
[

e ic
]T

. The output equations are

y =

[
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C2

]

x +

[

D11 D12
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] [
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]

,

where
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The corresponding plant transfer function is

P =







A B1 B2

C1 D11 D12

C2 D21 D22






,

where we have used the compact notation now standard in control theory, see for example
[16, 17], i.e., P(s) = C(sI − A)−1B + D.

3 Controller design

We will follow the H∞ control-based design procedure for repetitive controllers pro-
posed in [12], which uses additional measurement information from the plant. The block
diagram of the control system is shown in Figure 2. The three external signals (the com-
ponents of w) are assumed to be periodic, with a fundamental frequency of 50 Hz. The
controller consists of an internal model and a stabilizing compensator. The internal model
has an infinite sequence of pairs of conjugate poles of which about the first 30 are very
close to the imaginary axis, around integer multiples of 2π ·50j, and the later ones are fur-
ther to the left. The stabilizing compensator assures the exponential stability of the entire
system. The error will then converge to a small steady-state error, see [12] for details.

As in [12], the internal model is obtained from a low-pass filter with transfer function

W (s) =
ωc

s + ωc

with ωc = 10000 rad/sec, cascaded with a delay element with transfer function e−τds,
where τd is slightly less than the fundamental period τ = 20msec:

τd = τ −
1

ωc

= 19.9 msec.
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Figure 2: The robust repetitive control system. Here, w is the disturbance and e is the
tracking error. The plant is the average model of the system from Figure 1.

—————

After closing a positive unity feedback around this cascade connection, we obtain the
internal model, as can be seen in Figure 2. The choice of ωc is based on a compromise:
for ωc too low, only a few poles of the internal model will be close to the imaginary axis,
leading to poor tracking and disturbance rejection at higher frequencies. For ωc too high,
the system is difficult to stabilize (a stabilizing compensator may not exist, or it may need
unreasonably high bandwidth).

According to [12], the closed-loop system in Figure 2 is exponentially stable if the
finite-dimensional closed-loop system from Figure 3 is stable and its transfer function
from a to b, denoted Tba, satisfies ‖Tba‖∞ < 1. The intuitive explanation for this is that
in the control system of Figure 2 a delay line is connected from the output b to the input
a appearing in Figure 3. To make this interconnected system stable, by the small gain
theorem, it is sufficient to make the gain from a to b less than 1 at all frequencies.

Thus, we have to design C (the transfer function of the stabilizing compensator) such
that the above two conditions are satisfied. Moreover, we want to minimize γ0

1−γ
while

keeping γ < 1, where
γ0 = ‖Tew‖∞ , γ = ‖Tba‖∞ .

Indeed, we know from [12, Section 5] that a small value for γ0

1−γ
will result in a small

steady-state error.
We formulate a standard H∞ problem for the control system shown in Figure 3, where

w̃ = [v1 v2 w]T and, in terms of Laplace transforms,
[

z̃
ỹ

]

= P̃

[

w̃
u

]

, u = C ỹ.

Here, ξ and µ are nonzero parameters whose choice gives us more freedom in the de-
sign. The small parameter µ is introduced to satisfy a rank condition needed to make
the H∞ problem solvable and Wu is a weighting function whose value at infinity, Du =
Wu(∞) 6= 0, is also needed for a rank condition. The problem formulation here is a
slight improvement over the one in [12], where Wu was a constant. The fact that Wu is
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Figure 3: Formulation of the H∞ control problem. This block diagram represents an
auxiliary problem and it is not equivalent to the one shown in Figure 2.

—————

frequency-dependent allows us to choose it as a high-pass filter. This has the effect of
reducing the controller gains at high frequencies. The realizations of Wu and W are:

Wu =

[

Au Bu

Cu Du

]

, W =

[

Aw Bw

Cw 0

]

and the generalized plant P̃ can be represented (see Appendix A) as

P̃ =



























A 0 0 0 0 B1 B2

BwC1 Aw 0 Bwξ 0 BwD11 BwD12

0 0 Au 0 0 0 Bu

0 Cw 0 0 0 0 0
0 0 Cu 0 0 0 Du

C1 0 0 ξ 0 D11 D12

C2 0 0 0 µ D21 D22



























. (2)

Using the µ-analysis toolbox from MATLABTM, we can find a controller C which
nearly minimizes the H∞-norm of the transfer matrix from w̃ to z̃, Tz̃w̃ = Fl(P̃,C).
However, this is not our final objective. We denote the central sub-optimal controller for
a given norm of Tz̃w̃ by

C =

[

Ac Bc1 Bc2

Cc 0 0

]

(note that its feedthrough matrix is equal to 0). After some manipulations (see Appendices
B and C), we obtain the realizations of Tew and Tba, respectively, as

Tew =







A B2Cc B1

Bc1C1 + Bc2C2 Ac + (Bc1D12 + Bc2D22)Cc Bc1D11 + Bc2D21

C1 D12Cc D11





 , (3)
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Figure 4: Bode plots of a nearly optimal controller C for the H∞ problem shown in Figure
3. Note that it has a very large bandwidth, which is not realistic, given the switching
frequency of 10kHz.

—————

Tba =











A B2Cc 0 0
Bc1C1 + Bc2C2 Ac + (Bc1D12 + Bc2D22)Cc 0 Bc1

BwC1 BwD12Cc Aw Bw

0 0 Cw 0











. (4)

It is worth noting that the equations (2), (3) and (4) are valid for the general case, regard-
less of the dimension of the measurement vector, which here is the scalar ic.

Using the parameters shown in Table 1, a nearly optimal controller, for which the Bode

plots are shown in Figure 4, is obtained using Wu(s) =

[

−100000 1
−5000 0.05

]

, W (s) =
[

−10000 10000
1 0

]

, ξ = 14 and µ = 0.5 (these latter two were determined after an

extensive search to minimize γ0

1−γ
while keeping γ < 1). The Bode plots show that this

controller is not realistic, because it has a very large bandwidth. In order to decrease the
bandwidth, we do not minimize the H∞-norm of Fl(P̃,C) but find a central controller
C such that

∥

∥

∥Fl(P̃,C)
∥

∥

∥

∞

is less than a given positive number (which is larger than the
minimal value). The Bode plots of an implementable controller are shown in Figure 5.
We used this C as the stabilizing compensator in Figure 2, for the simulations.

4 Simulation results

The following simulations were done using Simulink in the MatlabTM environment (sim-
ilar results were obtained also in PSCAD). The phase of the grid voltage is assumed to
be 0◦ and the power control loop is open, i.e., the voltage reference signal is Vref =
325 sinωt V. Thus, in steady state and if the grid is undistorted, there is no power ex-
change between the micro-grid and the grid. We have also run simulations with the power
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Figure 5: Bode plots of a more realistic controller C

control loop working (see [8]), but here we omit those, since we do not want to burden
this paper with the presentation of a power controller. From the point of view of voltage
tracking, the results are similar, since the power control loop is much slower.

4.1 Nominal responses

Two simulations were conducted to assess the steady-state tracking performance of the
system with the nominal load, with no disturbance current and an undistorted grid. The
nominal load is shown in Figure 1, with the values of the components as in Table 1.
The first simulation was conducted with the PWM block and the inverter modeled as a
simple saturated gain, as described in Section 2. The output voltage and the tracking error,
shown in Figure 6(a), demonstrate that the tracking error reduces to very small values after
approximately 5 mains cycles. The steady-state error, which is less than 0.2V(peak), is
shown in Figure 7(b). The second simulation used a detailed inverter model including a
PWM block, switching at 10kHz. The response is shown in Figure 6(b). The results are
similar but there is switching noise present that increases the steady-state tracking error
which now has (short) peaks of approximately 20 V, see Figure 6(c). The controller is
unable to suppress the switching noise, because it can only update the input to the pulse-
width modulator once per carrier cycle.

Figure 7(b) shows the results of subjecting the plant to a disturbance current id, as
shown in Figure 7(a), which has the typical shape of the distortion caused by a capacitive
rectifier. The peaks of id are about half the nominal load current. As can be seen, the
system has a good capability to reject such a disturbance.

4.2 The response to load changes

The load was changed to be a pure resistor of 50Ω (during the entire simulation), which
represents about 10% of the load power used in Subsection 4.1. The PWM block and the
inverter were still modeled as a saturation. The output voltage and the tracking error are

9



shown in Figure 8, with and without the disturbance current shown in Figure 7(a). No
performance degradation can be observed from these figures (with respect to the nominal
load).

A more involved simulation explored the transient responses when the load is changed
from the nominal load to a pure resistor of 50Ω, see Figure 9. The load is changed at
t = 0.301sec (when the load current is close to 0 so that the resulting spikes are small).
The system reaches the steady state within 3 mains cycles and the dynamic error is less
than 1 V. Here, we took id = 0.

4.3 The response to grid distortions

A typical grid voltage is flattened at its peaks. Here, a grid voltage of Vg = 325 sinωt −
32.5 sin 3ωt−32.5 sin 5ωt, as shown in Figure 10(a), is used as an example. The tracking
error decays rapidly, as shown in Figure 10(b) and in steady state it becomes less than 0.5
V(peak). Although the external grid is extremely distorted, the local grid is very clean. In
order to make it more clear, in this simulation, the disturbance id is set to 0 and the PWM
block and the inverter are again modeled as a saturation.

5 Conclusions

A control structure has been proposed for a DC/AC power converter connected to a micro-
grid with local loads and a public grid interface. The controller uses repetitive control on
a per-phase basis in order to reject harmonic disturbances from non-linear loads or the
public grid. An H∞ design method has been used to ensure that the controller performs
effectively with a range of local load impedances. The system has been modeled and
tested in Matlab. The converter model includes a realistic switching frequency filter and
a full model of the inverter PWM process. Our results have shown that, apart from the
switching noise, the tracking of voltage references is accurate to within 0.2 V (for refer-
ences of amplitude 325 V). The switching noise can have peaks of about 20 V, but there is
nothing the controller can do to suppress this (high frequency) noise. If the load changes,
the repetitive control loop converges and the tracking error becomes very small within
approximately 3 mains cycles.

Appendix A: The realization of P̃

This appendix contains the derivation of (2).

ỹ1 = e + ξv1

= ξv1 +

[

A B1 B2

C1 D11 D12
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w
u

]

=

[

A 0 0 B1 B2

C1 ξ 0 D11 D12

]








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
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



,
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ỹ2 = ic + µv2

=
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z̃2 = Wu · u =

[

Au 0 0 0 Bu

Cu 0 0 0 Du

]










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u
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Combine the above equations, then the realization of P̃ is obtained as (2).

Appendix B: The realization of Tew

Assume v1 = 0 and v2 = 0, then u = Ccxc, where xc satisfies

ẋc = Acxc + Bc1e + Bc2ic.

Substitute u = Ccxc into (1), then

ẋ = Ax + B2Ccxc + B1w

and
e = C1x + D12Ccxc + D11w,

ic = C2x + D22Ccxc + D21w.

Furthermore,

ẋc = (Ac + Bc1D12Cc + Bc2D22Cc)xc + (Bc1C1 + Bc2C2)x + (Bc1D11 + Bc2D21)w.

Hence, the transfer matrix from w to e is

Tew =







A B2Cc B1

Bc1C1 + Bc2C2 Ac + (Bc1D12 + Bc2D22)Cc Bc1D11 + Bc2D21

C1 D12Cc D11





 .
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Appendix C: The realization of Tba

Assume w = 0 and v2 = 0, then

ẋ = Ax + B2u,

e = C1x + D12u,

ic = C2x + D22u

and u = Ccxc, where

ẋc = Acxc + Bc1(e + a) + Bc2ic

= Acxc + (Bc1C1 + Bc2C2)x + (Bc1D12 + Bc2D22)Ccxc + Bc1a,

so that e + a = C1x + D12Ccxc + a. Hence, the transfer matrix from a to b is

Tba = W







A B2Cc 0
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=

[

Aw Bw

Cw 0

]
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C1 D12Cc 1


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=


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

A B2Cc 0 0
Bc1C1 + Bc2C2 Ac + (Bc1D12 + Bc2D22)Cc 0 Bc1

BwC1 BwD12Cc Aw Bw

0 0 Cw 0











.
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(a) With the PWM block and the inverter
modeled as a simple saturation

(b) With a detailed (not average) model of
the PWM block and the inverter

(fs = 10kHz)

(c) The steady-state tracking error simulated with a detailed model of the PWM block
and the inverter

Figure 6: The output voltage Vc and the tracking error e, without a current disturbance
(id = 0) and with the nominal load.
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6= 0

(a) The disturbance current id (b) The steady-state tracking error

Figure 7: The steady-state error for the nominal load with and without disturbance current
(the PWM block and the inverter are modeled as a simple saturation)

6= 0

(a) The output voltage and the error (b) The steady-state tracking error

Figure 8: The output voltage and the tracking error for a purely resistive load of 50Ω with
and without the disturbance current shown in Figure 7(a) (the PWM block and the inverter
are modeled as a simple saturation)
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(a) The tracking error voltage (b) The load current

Figure 9: The transient response when the load is changed at t = 0.301 sec from the
nominal load (as in Figure 1) to a resistor of 50Ω. There is no disturbance current and the
PWM block and the inverter are modeled as a saturation.

(a) The grid voltages (b) The transient tracking error

Figure 10: The effect of a distorted public grid: the grid voltages and the tracking error
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